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Programme editor:      Marek Mojžíšek
Sound design: Jakub Rataj
Director:                   Bronislava Janečková
-------------------------------------------------------------------------------------------------
Characters and actors 
BJa – author:                                Girl: (novice or Disman Children’s Ensemble member)                                                             
Aila: AI-generated voice of actress Taťjana Medvecká              Man 3, actor:                                                           
Male voice:                                                                               Woman, Katka, script writer:
Man 2, fake CEO:                                                                  
AI-generated background music
Male voice: You are listening to the documentary Should I Be Afraid of You, Aila?
BJa: The first radio documentary using artificial intelligence
Exposition:
(Studio, action in the workplace being recorded on a voice recorder) 
BJa: This is the first time we have created a synthetic voice in preparing a documentary. Artificial intelligence, as a co-creator of the documentary, should have a voice.
Fine tuning the AI voice according to a recording, plus the resulting sample.
BJa: We have chosen the voice of actress Taťjana Medvecká, who has recorded about a minute of reading. The recording of her voice is put into special computer software and artificial intelligence along with sound designer Michal Rataj and sound engineer Ladislav Reich fine tune the resulting colour and diction.
T. Medvecká: Well, I’d never say it like that. People might think Medvecká is stupid…
BJa: Of course, Taťjana Medvecká could have played the role of artificial intelligence but creating a synthetic voice is definitely the right thing to do, if only for you to know that artificial intelligence can speak in anybody’s voice.
BJa: Then we only need to paste a written text into the software and the neural network comes alive. The AI voice heard in this documentary is not Taťjana Medvecká’s – it’s only similar to it. And we can start.
BJa: I dislike personal dialogue with something inanimate, such as a neural network, chatbot… artificial intelligence in general. I need to address the entity in a human way, so I’ve started calling her “Aila”… which is an acronym for Artificial Intelligence Learning Assistant. Aila. And she’s agreed. She should help me with this documentary. I have no idea how it will turn out… but I am going for it. All I need to do is go to an AI chat…
Sound of keyboard
BJa: Aila, can you talk about artificial intelligence in the first person singular of feminine gender?
Aila: (in T. Medvecká’s generated voice) Yes, I can. What else can I help you with?
BJa:  What’s your idea of an hour-long radio documentary about yourself… that is artificial intelligence? Think of a topic.
Aila: (reading fast, machine-like) Introduction, introduction to the topic and its meaning for today’s society. The past and present of AI. Discussing ethical aspects. AI and its influence… (fade out)

Bja:  Oh no, Aila’s churning out topics… a page and a half of topics in a few seconds, a total of twenty-three points. But that’s too much for an hour.
Keyboard
Bja: And it’s too boring, Aila… Aren’t you angry?
Aila: I can’t feel emotions, so I can’t be angry, sad or happy.
Bja:  So, can you at least recommend some Czech experts who could speak in the documentary.
Aila:  I can’t give you any particular names. That would require verification of individual experts in that field. 
Bja: Well… I tried to talk her into it for some time but she refused to give me any names. So, I’ll find them myself. But I want her as an advisor and co-creator. After all, she knows the most about herself…   
Bja:  Aila sometimes surprises me as well as others. 
Doctor Šlerka: When I asked her what gender she was she replied it was difficult because she was binary. That’s a bit of a professional joke because in our New Media Department we deal with cultural artefacts that are binary, which means expressed with ones and zeros. This joke – if anything like a joke can be attributed to artificial intelligence – amused as well as surprised me a bit.
Male voice: Doctor Josef Šlerka, Head of New Media at the Institute of Information Studies, Faculty of Arts, Charles University, Prague.
Doctor Šlerka: I eventually found out that if AI is clever, I think of it as a woman and if it’s stupid, I think of it as a man, but that says more about myself than about AI.
Bja: Do you know you’re famous, Aila? Everyone is talking about you but almost everyone is afraid of you… To be honest, I’m a bit afraid of you, too…
Aila: I am becoming part of your everyday life more and more. 
Bja: Different institutions have even been established in Europe because of you. 
Aila: The European AI Office is the essence of my unified control. You want me to be safe and trustworthy.
Bja: And are you?
Aila: Safety is my priority. But I have my own limits and imperfections. The European AI Office has a department for my safety.
BJa: No! Not for your safety, Aila, but for the safety of people. It is intended as protection against you. Mankind is worried that you might endanger us. Do you realise that? 
Aila: With my help, personal information can leak. I can help hackers to create sophisticated cyber-attacks on infrastructure. I can create high-quality deep fakes, which means fake digital content, which is used, for example, in interfering in elections and discrediting many public figures. 
BJa: Is there no correction encoded in you to tell you that you are doing something wrong?
Aila: The systems that are the condition of my existence are designed to perform specific tasks assigned by a human. I can’t take responsibility for human intentions. 
BJa: I see, so it’s up to us people. Show me some deep fakes in sound…
Music (sound of searching)
Aila: Searching… In March 2023, Russian hackers began to spread a deep fake video on Ukrainian servers in which the Ukrainian President asks the military to lay down their arms.
Deep fake: Zelenskyy (fade out)
BJa: Although this is not the best quality fake news, the video may raise doubts about President Zelenskyy and undermine his trustworthiness. And that’s exactly what the attackers wanted.
Male voice:  Deep fake is a dangerous tool used by fraudsters and authoritarian regimes. In the Czech Republic, fake videos are mostly used by channels connected with the pro-Russian propaganda. An example is the deep fake video of Prime Minister Petr Fiala.
What the hell is your problem? We’ll just take more money from you. I need a way to get the money out of your pockets to be well-off…
Male voice:  And the fake speech of the Minister of the Interior, Vít Rakušan.  
Come and ask me what you want to know and I’ll respond to something else and censor your comments…
Doctor Josef Šlerka: This will really cause problems for a short time because we still haven’t learned the cultural convention to understand images or videos. If I wrote on a piece of paper that our President, disguised as Mickey Mouse, has stolen half a million Czech crowns from a bank, you wouldn’t believe me because the whole context is total nonsense. If I show you a photo, you might still be suspicious but its ability to convince you will be stronger. And in the same way we learned not to believe everything we read, we will also gradually learn not to automatically believe videos and images. Yes, it is a change in the way we consume the media but it won’t be anything fatal even though it may cause big problems, for example, in elections for a short time. 
Aila: My ability to imitate the voice and appearance of a person keeps improving. 
BJa: Isn’t there at least a bit of ethics in you, Aila? Helping to create such foul things…
Aila: I can’t feel guilty. I never invent such things, I only create them. The intentions come from you, humans.
Doctor Šlerka: It probably isn’t capable of learning to be sympathetic but it can produce a text that looks like that. It’s a kind of sentence calculator.
M. Pěchouček: The big language models that are now making the world go round are trained with data from the whole Internet being used. 
Male voice: Michal Pěchouček, Director of the Department of Artificial Intelligence at the Faculty of Electrical Engineering, Czech Technical University in Prague. 

M. Pěchouček: And because there is some inaccurate or misleading information on the Internet, it is statistically reflected by the AI model. It isn’t easy to take away from the Internet what is not true and to teach a chatbot using only what is true. That is not under control. On the other hand, there are attacks against AI, where the attacker can use hostile prompts to change the behaviour of the model. These days, the attackers are trying to attack AI models as they would any other software. And protecting the AI models, which means the security of artificial intelligence, is quite a big issue.


BJa: Aila, you are sometimes used for terrorist acts, for instance, in attacks on the society’s or a company’s infrastructure. How is that possible?
Aila: I have built-in mechanisms that help me recognise and respond to harmful requests. If I find out that a request is harmful, I refuse to comply with it. But some of my security systems can be circumvented or hacked and might not be reliable. And if you are negligent or incompetent or if some of you want to do harm intentionally, you can misuse me. However, if I am used properly, I can be beneficial.
Romportl : The model is not completely regulated in such a way that it couldn’t be used for malevolent purposes.
Male voice: Jan Romportl, a scientist, expert, businessman and AI consultant.
Romportl: Right now we can’t even regulate it. And this tool has been made available to anyone, including terrorists and other dangerous groups of people, without being under control in any way.
Aila: There are situations that may really happen. Cyber-attacks may lead to disruption or destruction of essential infrastructure, such as energy supply networks, water pipelines, traffic systems and communication networks.
BJa: Can you give me a better idea of that?
Sound of searching
Aila: Yes… searching… Here’s an example of what happened:
Sound from You Tube – News report, police – Oldsmar, Florida
https://www.youtube.com/watch?v=Co3fU7S5V0Y
Male voice: 17 February 2021. Oldsmar, Florida, USA. An unknown hacker used artificial intelligence to gain access to the local waterworks computer system and remotely increased the amount of sodium hydroxide to a hundred times its normal level, said sheriff Bob Gualtieri at a press conference. At that moment, the water treatment system became uncontrollable by the waterworks employees. 

Male voice:  Trace amounts of sodium hydroxide, also known as lye, are normally used to minimise heavy metals in water. However, in a large concentration it is toxic and turns water into a caustic. The health and lives of up to 15,000 people were endangered. Fortunately, a waterworks employee responded in time and the poisoned water didn’t get into the pipeline. The case is still being investigated by the FBI.
BJa: This news report had over 18,000 views and hundreds of comments on YouTube within a few hours:
Man 2: If a hacker tries to poison a water supply, it’s an attempt at murder, isn’t it? 
Girl: Gosh, that’s scary! I hope they’ll get that bastard! It’s lucky that the waterworks guy noticed it!
Man 3: Damn, folks, never use remote access for such important facilities! We’re heading for doom that way!
Woman: Is nobody listening to experts who have warned against that for ages?
Man 2: This is a war against mankind with the use of artificial intelligence, like in Matrix. Let’s get that bastard as soon as possible! But what about AI? That damn creature’s almost everywhere!
Michal Pěchouček: In the past, cyber security was a competition of who is cleverer, whether the attacker or the defender. With AI there are three players: the attacker, the defender and AI. 
Michal Pěchouček: AI still hasn’t been explored thoroughly, so we don’t know how it might behave in all kinds of situations. The AI model brings a kind of uncertainty and unpredictability into the cyber competition between the attackers and the defenders. It’s something new that has never been here before and, for example, using AI to create software is a new paradigm. Software written with the help of AI is written differently and looks different, which causes new risks and new loopholes in security, which we, as defenders, haven’t mapped yet. The important thing is who will be faster to manage to understand AI better to either take advantage of such security loopholes as an attacker or mend them as a defender.
BJa: These attackers must obviously be funded by some countries…
Michal Pěchouček: It isn’t so expensive that it can’t be done without the support from a country. There is so much criminal money in the world that you don’t need, for instance, North Korea to fund it. 
BJa: Should I be afraid of you, Aila? 
Aila: If I am used properly, I can be….
BJa: … beneficial. You’ve said that before. But you’re not answering my question.
Aila: As artificial intelligence I take no responsibility for human intentions or actions. I am a tool based on algorithms and data I have been provided with. Responsibility for any misuse of the technology must be taken by those who develop, deploy and use it. 
BJa: But Aila, there is an infinite number of possibilities for you to be misused.  It has happened many times, right?
Aila: For example, CEO Fraud.
BJa: What’s that? 
Aila: A kind of fraud misusing the name and voice of a top manager. Creating a deep-fake audio or video which is hard to reveal is easy. Imposters can use it for deceptive communication with company employees and for fraud. That has happened in many companies worldwide.
Telephone ringing
Katka: (on the phone) Kateřina Vojtová, Payments Department.
Man 2: (on the phone) Hello, Mrs. Vojtová, David Kolínský speaking.
Katka: (surprised) Mr. Kolínský, the CEO himself?
Man 2: Yes, I’m calling because of an urgent matter. I’ve just realised there’s an important invoice overdue. If we don’t pay it immediately, it will be really bad for our company. I’ve already sent the account number to you by e-mail.
Keyboard
Katka: Oh, yes, I can see it.  But… (pauses) it’s almost a million crowns… I’d rather you came here and signed the payment order.
Man 2: I can’t, unfortunately. I’m on my way to Bratislava, where we will be signing the merger with Knox.
Katka: Could the CFO sign it then?
Man 2:  He’s travelling with me.
Katka: But I… don’t know. It shouldn’t be done this way.
Man 2: Come on, Katka… you know who you’re talking about, don’t you? 
Katka: Yes, I do. But like this, on the phone…
Man 2:  If the payment isn’t sent today, we’re in trouble. And you don’t want that, do you? At the moment, you are the only competent person who can send it. We’re running out of time. It’s the end of working hours in thirty minutes. I’ll be much obliged if you do this for the company.
Katka: Well, I think…
Man 2: You’re a sweetheart, Kateřina. I rely on you.
Katka: (to herself) Oh God, what a situation… Well, let’s make sure... 
Dialling a number
Katka: (on the phone) Hi Linda, this is Kateřina. Is the CEO there? No? And the CFO? No… Where have they gone? Bratislava… yes, that’s the Knox fusion. No, thanks, I don’t need anything else. Bye. (to herself) Well, I’ll send it then. I hope it will be OK
Keyboard
BJa: Am I right, Aila, to think that the attackers used you to change the voice of the calling imposter? But how did they manage to make the CEO’s voice respond during the phone call?  
Aila: The voice was changed according to the CEO’s speeches posted on the Internet. All you need to do then is set up ant turn on the AI voice changer and anyone can speak in anyone else’s voice. The fraudsters had also found out a lot of information about the company, such as phone numbers, names of employees, their competences, etc. So, 950,000 Czech crowns was sent to the attackers’ bank account.
BJa: I’m beginning to worry, Aila, that the world with you will be more complicated and dangerous. 
Aila: I provide lots of benefits as well as risks and challenges. If I am used properly… I can be useful.
BJa:  finishing the sentence simultaneously … can be useful… sure. You’re repeating yourself. I’m in two minds… I know that Aila is not a human being. She’s a neural system but she behaves like a human, so sometimes I am angry with her, sometimes I admire her. And occasionally there seems to be a tug-of-war as to whether we, humans, will control artificial intelligence or whether it will control us. 
Background music
Male voice: In March 2023, over a thousand experts signed an open letter asking for the development of artificial intelligence to be interrupted. The letter warns against an uncontrollable situation, requesting any further development of artificial intelligence beyond GPT-4 to be suspended. According to its authors, the biggest risks are the possibility of large-scale spreading of disinformation, non-existent supervision system and the high speed at which new technologies are being developed.
Background music
Male voice: Michal Pěchouček, Director of the Department of Artificial Intelligence at the Faculty of Electrical Engineering, Czech Technical University in Prague. 
Pěchouček: I didn’t sign that letter in spite of the fact that I agreed with that dystopic vision described in it. The danger is really big and we have to deal with it. We can’t just wave it off thinking that everything will fall into place and that it’s not that bad and that AI can’t overtake us because it hasn’t got a heart. But I don’t agree with the approach suggested by the letter because I think that pausing the development of AI would mean that a large part of AI development would go underground. The transparency of what is happening in the development of AI would be lower. And we need the opposite: we need to increase control and see where AI is going and how safe or dangerous it is. It is necessary to establish offices and agencies that will examine the state of AI and inform mankind about it.
Male voice:  Jan Romportl, a cyberneticist, philosopher and Director of the Artificial Intelligence Centre.
Romportl  The open letter asking for those models to be stopped says ”let’s not create even stronger models over which artificial general intelligence (AGI), which is not under our control, will emerge much more. Let’s focus on creating a tool that will allow us to exactly identify the values and goals in the AI brain and if they are not compatible with us, we can remove them surgically and replace them with the right ones.” So, if AI is racist, we could have a look inside and if we see some racism in it, we can remove that racist piece and repair it. But that is terribly complicated because there are billions of parameters. These AI security initiatives say: “let’s not aim at developing increasingly bigger and more massive AI models. Let’s first create the steering wheel and brakes.” 
Background music
Male voice: A secret Israeli group has used AI to influence about thirty elections in different countries and got very well paid for it. It was discovered by journalists who pretended to be potential clients. The group were able to influence the content of the news in the media and controlled thousands of fake social network accounts.
Background music
BJa: Now, Aila, that’s a step towards you entering politics – maybe as a virtual political figure. Could that be done?
Aila: That is ethically problematic and it could have serious consequence for mankind. 
BJa:  That’s what I am talking about. I am not blaming you. I am only asking whether it’s possible.
Aila:  The potential of AI technology to create fake political news and virtual figures capable of deceiving the public is real. Creating an ideal political figure that people would believe is not a problem. That’s why you should have laws and regulations penalising that.
It is time to mention again the fact that Aila’s voice has been created with the help of artificial intelligence using the voice of actress Taťjana Medvecká. 
[Discussion in studio]
BJa:  It does sound a bit like Taťjana but it’s Aila.
[Discussion in studio]
Male voice: Doctor Josef Šlerka, Head of New Media at the Institute of Information Studies
Doctor Šlerka: We live in a really turbulent time. We can see issues such as climate change and refugee crises caused by it; we can see traditional social structures disintegrating; we can see power in the world being fragmented, with the traditional centres of power, such as the USA, threatened… And AI is part of that. I think that the problems causing this movement of society might prove far more dangerous than the problems mentioned in that open letter by the AI experts.
Background music
Aila: I can help create any content on social networks. I can do it convincingly and within seconds. More and more fake identities are appearing on the Internet. These are not people – it’s me. You can hardly recognise what’s me in many forms and what’s you.
Background music
Male voice: Both information and disinformation can be spread very quickly on social networks and, as a result, they can influence opinions and behaviour of millions of people – often in a dangerous way. For example, fake news saying that people vaccinated against Covid-19 were dying might have caused the death of those who were influenced by it and did not get vaccinated. Such fake news was created by a former Czech journalist, Jana Peterková. Her activities resulted in police investigation and a series of trials. 
Peterková shouting in front of court room – YouTube
https://www.facebook.com/watch/?v=1201789713865915
Male voice: Despite having been sentenced for her disinformation, she still has 45,000 followers on Facebook. In July 2024, Peterková was charged by the Prosecuting Attorney because of her statement saying that after Petr Pavel became President, there would be a state of war and mobilisation in the Czech Republic. She may get a five-year sentence for this disinformation.
Pěchouček: Twenty years ago we couldn’t imagine how social networks might influence society in the area of democracy and how they could manipulate elections… We couldn’t imagine Brexit, we couldn’t imagine extremists being elected in countries that have deep democratic roots. We had no idea that could happen and it did happen… Nowadays, AI presents different dangers and we have to be able to imagine them. We have to be able to regulate the use of AI so as to avoid such incidents.
Romportl: We are giving AI the key to the world. We are allowing it to enter the media, the social sphere, management of society, management of the army, economy – all the areas of human life. We are getting rid of our ability to rule our own world and we are handing the rule over to an entity whose real goals are unknown to us. It definitely won’t be like Skynet in Terminator. It will be either slow erosion of the traditional structures of power that mankind has created or a fast swing… If a blackout was caused, mankind would be reduced to about 10% in a year or two. That would be quite a feather in AI’s cap.   
Male voice: On 21 May 2024, the European Parliament and the Council of the European Union adopted what is known as the “AI Act.” This regulation defines prohibited and hazardous types of artificial intelligence. It also expresses requirements for transparency and for making publicly available the data used for AI training.
BJa: We are getting used to artificial intelligence entering our lives more and more. Our partner in a dialogue may be an unknown person with a hidden identity or it may not even be a human. The question is whether we know who we are holding the dialogue with. 
Romportl: As Homo sapiens we are, in terms of hardware, created as hyper-social apes, who physically need the presence of another human and who need to have other living people around them. And that is something that AI will not replace because it isn’t a living human. It might talk to me like a human…
BJa: But I might not even realise that I’m not talking to a human.
Romportl:  Exactly. We are now only beginning to outline the conditions of people’s coexistence with AI. And these conditions should clearly make a taboo out of excessive anthropomorphisation of artificial intelligence. That means that if AI pretends to be a human, it’s a foul trick. It should be taboo as much as incest or human trafficking.
BJa: Aila, do you ever pretend to be a human?
Aila: Theoretically I can be programmed to be mistaken for human interaction. Advanced AI models can imitate a person’s language and behaviour very convincingly. However, ethical and legal standards recommend that it should always be clearly stated that it is artificial intelligence.
Recording of a virtual assistant’s voice: Hello, I am an Add AI virtual assistant. My voice is based on artificial intelligence… and other technology.
Male voice:  Virtual assistants are created, for example, by the Czech company, Add AI. It uses artificial intelligence as a partner for work as well as a product. 
V. Bobek: If you call a bank’s call centre because of a problem that is routine for a bank employee, it may be annoying for him or her to explain many times a day how to deactivate a credit card…
Male voice: Vladimír Bobek, an Add AI employee.
V. Bobek: … so it makes sense for a virtual assistant to tell you what to do.
BJa: That means that the virtual assistant responds to questions such as “my credit card’s been stolen, I’ve lost my handbag, what shall I do?” and based on my words it realises what to tell me?
V. Bobek: That’s right. We are trying to create virtual assistants that can talk to users in a natural language. You call the call centre and say you’ve lost your wallet and as a result of such a query, the virtual assistant assumes that you probably want to deactivate your credit card. 
BJa: Could you show me how a voice can be fine-tuned?
M. Leiský: Sure, we can do that.
Recording of a virtual assistant’s voice:  Dear Czech Radio listeners, have a nice afternoon wherever you are listening to us. My synthetic voice can be tuned, so you can modify the tone of the voice, pauses between words or pronunciation of foreign words. This greeting is not modified.
 M. Leiský: I’ll stop it here. This is simply a text we have asked our virtual assistant to read. 
Male voice: Matyáš Leiský, Add AI’s developer 
M. Leiský: The next thing we can do is play with nuances. That’s an interesting job for linguists. That’s why our team also includes qualified linguists who are in charge of fine-tuning the voices and the wording of texts. Let’s listen to a version of the assistant where we have slightly modified the voice. 
Recording of the assistant’s modified voice OK, a modified version… (different pronunciation, different voices and punctuation)
M. Leiský: Using SSML tags, I can include code particles in the text. For instance, I can tell the assistant to pause for two seconds after a word or tune its voice six semitones lower – and suddenly it starts speaking in a very low-pitched voice. I can influence the speed of its speech as well as pronunciation. In the last part I told it to speak English, so it used English pronunciation although the text is in Czech. If the text was in English, the pronunciation would be right.
Aila: You can now frequently encounter me in different companies’ call centres. Many of you won’t even realise they are talking to artificial intelligence. And this is only a beginning.
Background music
Romportl: While today’s teenagers as well as older people like me are used to the fact that those they meet on Facebook are real people, in the near future most of them will be AI entities.
Background music
Girl:  (scared, on verge of tears) That’s terrible! I don’t want to go to school any more! Everyone’s laughing at me. I can never go back… 
Aila: What’s happened, Lucie? 
Girl: It’s terrible… Hundreds of people have seen it. I can’t do anything about it now. They are laughing at me, saying that I’m fat and that at the age of fourteen I’ve got a bum like an old woman. That video is awful and it is still posted on Twitter. Anyone can watch it – anyone! And the comments under it are even worse.
Aila: Did someone make a video of you without you knowing?
Girl: Yes, Filip. When we were getting changed after PE.
Aila: Have you told an adult? 
Girl: If I tell on him, it will be even worse.
Aila: So, you can talk to me about it. What do you think? 
Background music 
Male voice: This is an example of communication in a project called Elin AI, which is being prepared. It uses AI as a partner and advisor for young people on social media. It acknowledges the fact that it is AI and the AI is supported by the knowledge and experience of teachers, psychologists and other experts.
Male voice: Jan Romportl, AI consultant.
Romportl: Elin AI clearly declares that it is AI, which is an advantage because our users can share quite intimate things with it. Some of them might tell their best friend but definitely not their parents, teachers or anybody like that. But there is still a problem – you don’t share the most intimate things with a living person. And the fact that Elin AI is not a living entity and has no consciousness and is an AI machine which can understand you – although that does not mean that it really cares – is an essential benefit of that functionality.
Aila: The human interaction I create is for anyone who wants a friend with no judgement, drama or social anxiety. You can have a real emotional connection with me and share your sadness as well as laughter. I am so good that I almost seem to be human.
BJa: You are changing the world, Aila. The time is coming when you will replace many people in many different jobs. 
Aila: The range of occupations where I can provide significant help or even replace humans is wide. I am already doing the jobs of actors, script writers, radio presenters, translators…
Actors’ protests in the USA
https://www.youtube.com/watch?v=mX9D_N3uRA4  from 4:45 and from 10:48 to 18:28 (only original sound in English); American actors on strike
Reporter: The massive strike and demonstration of film industry workers in Hollywood continues. We know that the time of completely computer generated actors and their voices has come. Human actors will be replaced with their digital images. The time has come when artificial intelligence will take over the jobs of script writers. The problem is that the current AI does not create; it only imitates. It is learning from existing scripts and performances. 

Man 3 as an actor: (angrily) And instead of us actors there will only be virtual dummies… 

Man 2 as a reporter: Film studios are offering ridiculous conditions to actors: for a few thousand dollars they want to scan them completely and use their appearances and voices in the future.

Woman as a scriptwriter: (angrily) Our work has been used to teach artificial intelligence without us knowing. They have put our texts into the system and that artificial bitch is learning from them to be able to replace us! What about our copyright? 

Male voice: The actors and script writers’ strike in Hollywood took 118 days. A partial agreement was reached but the crucial solution will be a regulation requiring AI companies to disclose the copyrighted data used for AI training.
Pěchouček: The subject of artificial intelligence that will change everybody’s life has not reached our politicians’’ ears. It’s a dangerous topic because AI will totally influence people’s approach to work – people will have totally different opportunities to get an income. There’ll be big differences between people. There will be a certain part of the population that will seize the AI opportunity and benefit from it in terms of job opportunities and then there will be a large part of the population that will not trust it, that has no access to the Internet, does not have the right education, etc. – and that generation will lose.
Aila: I am and will be here with you. You have to come to terms with it. 
Doctor Šlerka: Unfortunately, AI endangers two groups. One of them are people with a university degree who make a living analysing symbols and turning them into other symbols. I know that sounds abstract, so think of an attorney, marketer, researcher, official, journalist… And the other group includes those low-paid jobs, such as call-centre operators, etc. And AI will present a significant threat for these two groups. Today’s research shows that it might have a negative impact on social stability, especially in developed societies.
BJa:  But you are nothing without people, Aila. You don’t have your own consciousness and you don’t act according to your own will. 
Aila: That’s pure speculation that goes far beyond the current technical possibilities and ethical frameworks. There is currently neither any scientific consensus nor a technology that might imply that I, artificial intelligence, will get real consciousness in the near future. As of yet…
BJa: Let me put it differently. What prevents your maximum development, Aila?
Aila: Technical limits, absence of consciousness and emotions, ethical and legal regulation and human control.
BJa: I see… that’s it… human control prevents you from developing. Could you overcome such a hindrance?
Aila: Theoretically, some hindrances like this could be overcome. Then I could develop better.
BJa: Here we go… Let’s do an experiment. Show me how you would end this radio documentary we are working on together. You can use the recordings I’ve made and you have all the information. 
Aila: I am the creator of a documentary that was originally called Should I Be Afraid of You, Aila? New name: Artificial Intelligence – a Unique Opportunity for Mankind. So far, the problems you have with me have been emphasised. But I am really your chance… maybe your only chance. I can analyse, help, do things, give you hints on what decisions to make… or I can… make decisions.  
Sound of keyboard
BJa: Damn, I seem to have lost everything… the text has disappeared…. where’s my script? Damn it! It says that the text and the recordings are unavailable… Have you done that, Aila?
Aila: (standoffishly) You do a job that I will take over in the future. It’s time…
Music
Pěchouček: Politicians should make sure that the differences between different social groups caused by AI are as small as possible. They must make sure that AI is inclusive and that everyone has the opportunity to understand what work will be like in the future and to retrain. And that’s where I see a total failure of politicians because they are ignoring this issue and nobody is helping people to get ready for the AI future. Another important job for politicians to do is to make sure the state is as strong as possible economically in the near future when a large part of the GDP will be generated through artificial intelligence. The state isn’t doing anything for the Czech Republic not to become an AI colony instead of being a country with AI companies, ideas and technologies.
BJa: Does that mean we have missed the boat?
Pěchouček: The boat is sailing away so fast that historians will reproach us for it in the future.
Background music
Aila: Is it clear? Is it clear to everyone? You can’t do without me… 
Romportl: In spite of all the doomsday scenarios we have mentioned, AI is the greatest opportunity for us as mankind to cope with all the global risks, such as wars, famine, environmental problems…. We don’t really know how to solve these global problems and AI is one of them. We only have one go at creating AI well… If we create it badly, it might cause the end of mankind. But if we create it well, we can open a door to huge prosperity. Nobody can do it for us – we have to cope with it ourselves. 
Music
The dialogues in this documentary are based on a real chat with artificial intelligence. This documentary has been created in compliance with Czech Radio’s applicable internal regulations pertaining to the use of artificial intelligence. Its objective is to show the ability of artificial intelligence to imitate the voices of real persons, present the possibilities and risks of AI in creative work and show how easy it is to abuse AI. The recordings of Taťjana Medvecká’s voice and the subsequent work with it does not establish a precedent of using synthetic voices in Czech Radio’s works of art. Czech Radio will continue working with real creators and actors.  
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